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I. INTERNET REFERRAL UNITS

A. Setting the Scene: UK and EU Law and Policy Toward
Censorship of Extremist Content Online

Imagine an Internet that is proactively monitored for “illegal,”
“abusive,” “harmful,” or “offensive” content, and such content is
prevented from being uploaded, filtered, or taken down as soon as it is
detected. Because of threats of litigation and liability, loss of
government advertising revenue, and fear of having their services
blocked, information and communications technology (ICT) companies
err on the side of caution and over-censor content, removing all content
that governments tell them is illegal, whether it is “unlawful terrorist
content” in the UK and Tajikistan, “Gulenist” content in Turkey,
“separatist” content in China, “anti-monarchy” content in Thailand
and Morocco, or “fake news” in Germany, Russia, or the United States.

While this scenario may seem farfetched, it is actually
becoming more of a reality with every passing day. Governments
around the world began this movement by compelling ICT companies
to remove illegally uploaded copyrighted material and online child
sexual abuse content. The present focus of government efforts to limit
online content is on terrorist or extremist content, hate speech, as well
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as “fake news” and online abuse. However, national governments have
now begun to push ICT companies to remove all illegal, or simply
offensive, content through the use of automated processes or filters. In
Europe, ICT companies such as Facebook, Google, and Twitter are
being increasingly pressured through threats of criminal litigation (in
Germany),? the enactment of legislation imposing liability on ICT
companies (by France, Germany, the United Kingdom, and
the European Union),® loss of advertising revenue (in the United
Kingdom), and public denouncement of ICT companies as being
“shameful” and “completely irresponsible” (by UK politicians).* The
ICT companies have responded by stepping up their efforts to remove
illegal content,’ and in 2016, they agreed on a Code of Conduct with
the European Union, pledging “to have in place clear and effective
processes to review notifications regarding illegal hate speech . . . [and]
to review the majority of valid notifications for removal of illegal hate
speech in less than 24 hours and remove or disable access to such

1. Guy Chazan, Germany cracks down on social media over fake news, FIN.
TIMES (Mar. 14, 2017), https:/www.ft.com/content/c10aa4f8-08a5-11e7-97d1-
5e720a26771b (“The German government has presented a draft law that would
impose fines of up to €50m on social networks that fail to delete hate speech or fake
news . ...”).

2. German Facebook boss to be investigated for ‘ignoring racist posts,
GUARDIAN (Nov. 10, 2015), https:/www.theguardian.com/technology/2015/nov/10/
german-facebook-boss-investigated-hamburg-prosecutors-hate-speech (“Hamburg
prosecutors say managing director may be held responsible for social platform’s

alleged failure to remove hate speech .. ..”).
3. Chazan, supra note 1; Jessica Elgot, May and Macron plan joint
crackdown on online terror, GUARDIAN (Jun. 12, 2017)

https://www.theguardian.com/politics/2017/jun/12/may-macron-online-terror-
radicalisation; Arthur Beesley, Brussels urges US social media sites to act swiftly
on hate posts, FIN. TIMES (Dec. 4, 2016), https://www.ft.com/content/b3163cca-ba32-
11e6-8b45-b8b81dd5d080 (reporting that EU Justice Commissioner Vera Jourova
stated, “If Facebook, YouTube, Twitter and Microsoft want to convince me and the
ministers that the non-legislative approach can work, they will have to act quickly
and make a strong effort in the coming months”).

4. HOME AFFAIRS COMM., HATE CRIME: ABUSE, HATE AND EXTREMISM
ONLINE, 2016-7, HC 609, 1] 25, 36 (UK).
5. Id. q 19; Letter from Peter Barron, Vice President of Communications and

Public Affairs, Google EMEA, to Chair, Home Affairs Comm. (Mar. 30, 2017),
http://data.parliament.uk/WrittenEvidence/CommitteeEvidence.sve/EvidenceDocu
ment/Home%20Affairs/Hate%20crime%20and%20its%20violent%20consequences/
written/49839.html (“We already have thousands of people working on trust and
safety issues across the company and have invested hundreds of millions of pounds
in tackling abuse of all kinds on our platforms.”).
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content.”® Although EU Justice Commissioner Vera Jourova has said
that she is not yet ready to promote EU-wide legislation similar to that
being pursued in the United Kingdom, France, and Germany, she has
continued to threaten legislation if ICT companies do not self-regulate
to her satisfaction by May of 2018.7 In the meantime, the EU
Commission has released “guidelines and principles” demanding that
online platforms increase the proactive prevention, detection, and
removal of “illegal content,” including not only material that
constitutes incitement to terrorism, illegal hate speech, or child sexual
abuse, but also material that relates to “trafficking in human
beingsl[,] . . . violations of intellectual property rights, product safety
rules, illegal commercial practices online, or online activities of a
defamatory nature.”® Establishing such a broad range of removable
content demonstrates the potentially expansive reach of legislation
initially targeted at hate speech and terrorist content online.

UK Prime Minister Theresa May’s response to the recent terror
attacks in her country has been to blame ICT companies for allowing
terrorist ideology the “safe space it needs to breed” and to adopt a policy
of “workling] with allied, democratic governments to reach
international agreements that regulate cyberspace to prevent the
spread of extremism and terrorist planning.”® She had previously
spearheaded an international agreement at the 2017 G7 summit in
Taormina,'® which pressured ICT companies into forming a “Global

6. European Commission on Code of Conduct on Countering Illegal Hate
Speech Online, (May 31, 2016), http://ec.europa.ewjustice/fundamental-
rights/files/hate_speech_code_of conduct_en.pdf.

7. Daniel Boffey, EU justice commissioner resists calls for legislation on
online hate speech, GUARDIAN (Sept. 28, 2017), https://www.theguardian.com/uk-
news/2017/sep/28/eu-justice-commissioner-resists-calls-for-legislation-on-online-
hate-speech.

8 Tackling Illegal Content Online: Towards an enhanced responsibility of
online platforms, at 2, 6, COM (2017) 555 final (Sept. 28, 2017).

9. PM statement following London terror attack, GOV.UK (June 4, 2017),
https://www.gov.uk/government/speeches/pm-statement-following-london-terror-
attack-4-june-2017.

10. Elizabeth Piper, Britain’s May gets support from G7 on fight against
terrorism, REUTERS (May 25, 2017), https://www.reuters.com/article/us-g7-
summit-britain/britains-may-gets-support-from-g7-on-fight-against-terrorism-
idUSKBN18L2T2; Press Release, European Council, G7 Taormina Statement on
the Fight Against Terrorism and Violent Extremism (May 26, 2017),
http://www.consilium.europa.euw/en/press/press-releases/2017/05/26/statement-
fight-against-terrorism/.
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Internet Forum to Counter Terrorism”'! to develop and share new
technology and tools to automatically identify and remove content
promoting incitement to violence. In their joint statement preceding a
bilateral visit in June 2017, the UK and France agreed to “work
together to encourage corporations to do more and abide by their social
responsibility to step up their efforts to remove harmful content from
their networks, including exploring the possibility of creating a new
legal liability for tech companies if they fail to remove unacceptable
content.”? Since then, the UK has succeeded in obtaining supportive
statements by the Five Eyes (Australia, Canada, New Zealand, the
United Kingdom, and the United States), ® in a G20 Summit
declaration,’ and at the European Council meeting of EU Member
States‘ heads of government.'® At the seventy-second U.N. General
Assembly, the United Kingdom, France, and Italy co-hosted an event
on “Preventing Terrorist Use of the Internet,” at which the three
nations called for tech companies “to develop solutions to remove
material within 1 {to] 2 hours of upload, with the wider objective of
preventing such material from being uploaded in the first place.”®

11 See Facebook, Microsoft, Twitter and YouTube Announce Formation of
the Global Internet Forum to Counter Terrorism, FACEBOOK (June 26, 2017),
https://mewsroom.fb.com/news/2017/06/global-internet-forum-to-counter-
terrorism/. )

12, Press Release, Prime Minister’s Office, UK and France announce
joint campaign to tackle online radicalisation (June 13, 2017),
https://www.gov.uk/government/news/uk-and-france-announce-joint-campaign-to-
tackle-online-radicalisation; see French-British Action Plan (June 13, 2017),
https://www.gov.uk/government/uploads/system/uploads/attachment_data/file/619
333/french_british_action_plan_paris_13_june_2017.pdf.

13. Press Release, Home Office, Five Eye countries join Britain’s call to
remove terror content online (June 28, 2017), https:/www.gov.uk/government/
news/five-eye-countries-join-britains-call-to-remove-terror-content-online.

14. Theresa May, Prime Minister, G20 Summit July 2017: Prime Minister’s
press statement (July 8, 2017), https://www.gov.uk/government/speeches/g20-
summit-july-2017-prime-ministers-press-statement; see Press Release, G20, The
Hamburg G20 Leaders’ Statement on Countering Terrorism (July 7, 2017),
https://www.g20.org/Content/DE/_Anlagen/G7_G20/2017-g20-statement-
antiterror-en.html.

15. Theresa May, Prime Minister, European Council June 2017: Prime
Minister's press statement (June 23, 2017), https:/www.gov.uk/government/
speeches/g20-summit-july-2017-prime-ministers-press-statement,; see Press
Release, European Council, European Council Conclusions On Security and
Defense, U.N. Press Release 403/17 (June 22, 2017).

16. Statement by UK, France and Italy on the Leaders’ Meeting on Preventing
Terrorist Use of the Internet, GOV.UK (Sept. 20, 2017), https:/www.gov.uk/
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The prospect of the United Kingdom and the European Union
leading the world’s liberal democracies into requiring automated
censorship of “harmful” or “unacceptable” content raises a number of
grave concerns. It opens the door for other countries to demand that
ICT companies similarly censor content that they deem illegal,
harmful, or otherwise objectionable without having to go through the
normal court process. There remain no international definitions of
“terrorism” or “extremism” and these concepts are frequently abused
by authoritarian governments to censor their critics. Other concepts
such as “fake news” and “hate speech” are similarly easy to abuse and
ICT companies will be accused of hypocrisy if they resist parochial
standards abroad while accepting similar standards in their home
countries. :

Against this background, this Article addresses the use and
potential abuse of Internet Referral Units (IRUs), a novel
counterterrorism response originated by the UK in 2010," which has
spawned copies in the EU and a growing number of countries
including France,'® Belgium,' and the Netherlands.?” The UK helped
to establish the EU IRU, and has been disseminating information
about its Counter Terrorism IRU (CTIRU) at international
counterterrorism fora ?! as part of its efforts to coordinate an

government/uploads/system/uploads/attachment_data/file/646510/preventing_terr
orist_use_of the_internet_statement_20_sept_2017.pdf.

17 . HoME DEPT, CONTEST: THE UNITED KINGDOM’S STRATEGY FOR
COUNTERING TERRORISM, ANNUAL REPORT FOR 2015, 2016, Cm. 9310, at 24,
https://www.gov.uk/government/uploads/system/uploads/attachment_data/file/539
683/55469_Cm_9310_Web_Accessible_v0.11.pdf.

18. Press Release, Ministre de l'Intérieur, Rencontre avec les grands
opérateurs de I'Internet (Apr. 22, 2015), https://www.interieur.gouv.fr/Archives/
Archives-des-communiques-de-presse/2015-Communiques/Rencontre-avec-les-
grands-operateurs-de-l-Internet; Lutte contre la propagande terroriste: le
Gouvernement mobilise les dirigeants des grands opérateurs de l'internet,
GOUVERNEMENT.FR (Apr. 23, 2015), http:/www.gouvernement.fr/lutte-contre-la-
propagande-terroriste-le-gouvernement-mobilise-les-dirigeants-d-internet.

19. CDC, Clamp down on hate messages on the Internet, FLANDERS NEWS
(Jan. 4, 2017, 10:39 AM), http://deredactie.be/cm/vrtnieuws.english/News/
1.2859442 (“Belgian federal police today possess a special unit, the Internet
Referral Unit, screening hate messages on the internet.”).

20. Door Arnout de Vries, Internet Referral Unit Internet Police on social
media, SOCIAL MEDIA DNA (Jan. 28, 2017), http:/socialmediadna.nl/internet-
referral-unit-internetpolitie-op-social-media/.

21. Baroness Shields opening speech at the Global Counter Terrorism Form,
GOV.UK (Jan. 25, 2017), https:/www.gov.uk/government/speeches/baroness-
shields-opening-speech-at-the-global-counter-terrorism-forum.
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international response to terrorist propaganda. In February 2016, a
few months before she became UK Prime Minister, then-Home
Secretary Theresa May stated that:

I would like to see the United States, Canada, New

Zealand and Australia — Britain’s Five Eyes Partners

— taking the same approach in working with

communications service providers to tackle this

propaganda. We need other like-minded groups to come

on board from all corners of the world to reduce the

scope for terrorist groups to spew their hate online and

to undermine their twisted narratives.?

The European Commission has become an enthusiastic convert
since the establishment of the EU IRU, and is now calling on all EU
Member States “to establish national Internal Referral Units,” while
the Global Counterterrorism Forum recently released a set of
recommendations highlighting [RUs as one existing initiative from
which governments should learn.?* IRUs are a growing part of the
global agenda on countering violent extremism (CVE) online, alongside
counter-narratives, counter-messaging, and attempts to coerce and
persuade ICT companies to do more to self-police online spaces—and
they have yet to be thoroughly examined from a human rights or rule
of law perspective in the sparse academic literature to date.?

While their precise modus operandi may differ, IRUs generally
operate by referring content such as videos, Tweets, and posts, or user

22. Home Secretary: International action needed to tackle terrorism, GOV.UK
(Feb. 16, 2016), https://www.gov.uk/government/speeches/home-secretary-
international-action-needed-to-tackle-terrorism.

23. Eur. Comm’n Press Release IP/17/1789, Security Union: Commission
accelerates measures to prevent radicalisation and the cyber threat (June 29, 2017).

24 . GLOB. COUNTERTERRORISM FORUM, ZURICH-LONDON RECOMMEND-
ATIONS ON PREVENTING AND COUNTERING VIOLENT EXTREMISM AND TERRORISM
ONLINE 10 (2017), https:/www.thegctf.org/Portals/1/Documents/Framework%20
Documents/A/GCTF%20-%20Zurich-London%20Recommendations%20ENG.pdf?
ver=2017-09-15-210859-467.

25, See Jan Ellermann, Terror won’t kill the privacy star — tackling terrorism
propaganda online in a data protection compliant manner, 17 ERA F. 555 (2016);
Olivia N. Bebe, Securitising the internet: The making of an EU Internet Referral
Unit at Europol (June 10, 2015) (unpublished Master’s thesis, Leiden University)
(on file with Leiden University Repository); Kilian Vieth, Europol Policing the Web:
Internet Content & Counter-Radicalization — An Interpretive Policy Analysis
Approach (Mar. 9, 2016) (unpublished Master’s thesis, Freie Universitit Berlin),
https://cdn.netzpolitik.org/wp-upload/2017/08/MA_KilianVieth_EuropolPolicingth
eWeb_finale.pdf.



122 " COLUMBIA HUMAN RIGHTS LAW REVIEW [49.2:1

accounts that produce such content, to ICT companies for review
against their terms of service or community guidelines and standards,
so that content or accounts found to violate these standards can be
removed or suspended. These referrals may occur through regular
content “flagging” tools on a website (some ICT companies, such as
Google and YouTube, give IRUs a “trusted flagger” status),? direct
contact with website owners, 2 or special dedicated reporting
channels.?® This Article will focus on these referrals, although it should
be noted that IRUs may have other tasks (which will be elaborated
below), and on the UK and EU IRUs.

IRUs raise a number of human rights and rule of law concerns,
including their nontransparency, lack of due process safeguards and
remediation mechanisms, and the possibility of discrimination in their
operational focus. But the fundamental concern is that IRUs threaten
freedom of expression online, including the right to receive
information. IRU referrals presently focus on “terrorist” or “extremist”
content, two words which are difficult to define and frequently abused
by authoritarian governments to censor their critics,?® but IRUs could
easily be directed to focus on other illegal or objectionable content, such
as “hate speech” or “fake news,” based on the political exigencies of a
democracy or the priorities of an autocratic regime. While individual
referrals may take the form of voluntary requests, IRU referrals cannot
be divorced from the broader context in which they are made. The
threat of excessive intermediary liability (for content that is not
produced or modified by the ICT companies), the potential that their
service may become blocked, and other coercive pressures mean that
ICT companies have found—and will continue to find—that it makes

26. HOME AFFAIRS COMM., ORAL EVIDENCE: HATE CRIME AND ITS VIOLENT
CONSEQUENCES, 2016-17, HC 609, Q410 (UK) (question to Peter Barron, Vice
President, Communications and Public Affairs, Google Europe, the Middle East and
Africa).

217. Scotland Yard Requests Terrorist Content Removal, CRYPTOME (July 24,
2015), https://cryptome.org/2015/07/met-removal htm.

28. HOME AFFAIRS COMM., supra note 26, Q619 (question to Nick Pickles,
Senior Public Policy Manager for the United Kingdom and Israel, Twitter).

29. Courtney Radsch, Input from the Committee to Protect Journalists to the
Office of the High Commissioner for Human Rights Concerning Resolution 30/15 of
the Human Rights Council on Human Rights and Preventing and Countering
Violent Extremism, COMM. TO PROTECT JOURNALISTS 3 (Mar. 18, 2016),
https://cpj.org/campaigns/2016.03.18_CPJ_CVE_submission_OHCHR.pdf (“CPJ
research shows that legislation related to extremism and terrorism are routinely
abused by authoritarian governments to censor critical reporting and
commentary.”).
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sense commercially to err on the side of over-censorship. This will be
further discussed in Part II1.E.(2). Moreover, because terms of service
are vaguely worded and generally prohibit abusive or illegal content,
IRU referrals may enable governments to bypass human rights law by
turning ICT companies into their censors, whether the ICT companies
engage in such censorship voluntarily or not.

These are not mere abstract concerns in Europe; they could
easily materialize in EU or European Convention on Human Rights
(ECHR) countries. Is it unthinkable that Hungary might establish an
IRU that refers content for takedown if it contains references to
“migrant smuggling,” “extremist viewpoints against public officials,”
“fake news,” or other “threats to national security,” and threaten to
impose liability on Internet intermediaries that refuse to comply with
the requests of the IRU? Or that another EU Member State might
institute a similar IRU after being taken over by politicians with
authoritarian or fascist inclinations? Or that Turkey might establish
an IRU that refers content about “Gulenists” and Kurdish “terrorists”?

None of these scenarios are far from existing precedent: the
European Union added a mandate to its IRU to remove “content used
by traffickers to attract migrants and refugees™® before the EU IRU
had even been established, raising concerns about its potential unfair
impact on refugees®’ and demonstrating the potential for IRUs to be
abused (the new Europol Regulation contains thirty crimes that the
remit of the EU IRU may be extended to cover).3?

In 2012, a leaked copy of Facebook’s guide for its contractors
that moderate (and remove) content showed that they were asked to
remove “all attacks on Ataturk,” maps showing an independent
Kurdistan as a distinct entity from Turkey, and posts supporting or
depicting the Kurdistan Workers’ Party (PKK) or its founder, Abdullah

30. EurOPOL, EU INTERNET REFERRAL UNIT, YEAR ONE REPORT, HIGH-
LIGHTS 3 (2016), https://www.europol.europa.eu/publications-documents/eu-
internet-referral-unit-year-one-report-highlights.

31. Anna Sauerbrey, Europol reform — but who polices the police?, EURACTIV
(Nov. 10, 2015), https://www.euractiv.com/section/justice-home-affairs/news/
europol-reform-but-who-polices-the-police/ (“There is a very sensitive issue
regarding who is affected when Europol deletes content that supports ‘people
smuggling.” Many refugees exchange views on Facebook regarding the best routes
to take into Europe, as well as the obstacles they might face. Is it fair that such
content could be earmarked for deletion?”).

32. Regulation 2016/794 of May 11, 2016 on the European Union Agency for
Law Enforcement Cooperation (Europol), Annex I, 2016 O.J. (L 135/53)
[hereinafter, the Europol Regulation].
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Ocalan, “unless clearly against PKK and/or Ocalan.” This illustrates
how one government can export its censorship standards globally
through ICT companies and how even the largest ICT companies may
be willing to compromise their values to operate in authoritarian
countries.

More recently, Facebook has censored posts and users calling
attention to the ethnic cleansing of the Rohingya people in
Burma/Myanmar, after acceding to a government request to ban posts
“by or in support of” the Arakan Rohingya Salvation Army, a violent
organization that has been characterized as a terrorist group by the
Myanmar government but a freedom fighter group by its supporters.®
The potential for censorship of “terrorist” or “extremist” content online
by ICT companies is demonstrated by the overbroad censorship of
many posts and the censorship of users cataloguing acts of brutal and
disproportionate violence by the Myanmar military. This violence has
been characterized as a “textbook example of ethnic cleansing” by the
U.N. High Commissioner for Human Rights,* resulting in the fleeing
of 500,000 civilians into Bangladesh in one month.*

How should the ECHR and EU systems respond to the concern
that IRUs are setting a dangerous precedent of state-initiated,
privately-enforced, and extra-legal censorship that could be abused to
limit speech that is neither genuine incitement to violence nor
terrorism? How can mature democracies resist other states’ attempts
to use IRUs to privatize and export their local censorship standards,
given the global nature of content takedowns online? One proposal
would be that states discontinue IRUs, give ICT companies strong
domestic, intermediary immunity, and advocate for such immunity
globally by, for example, insisting that ICT companies should only be
required to take down content after receiving a court order. This would
give states moral standing and enable the development of international

33 . Facebook’s Kurdish problem?, AL JAZEERA (Aug. 13, 2013),
http://stream.aljazeera.com/story/201308240040-0023000.

34. Julia Carrie Wong et al., Facebook bans Rohingya group’s posts as
minority  faces ‘ethnic cleansing,’ GUARDIAN (Sep. 20, 2017),
https://www.theguardian.com/technology/2017/sep/20/facebook-rohingya-muslims-
myanmar.

35. Myanmar Rohingya crackdown: ‘A textbook example of ethnic cleansing,’
says UN, DEUTSCHE WELLE (Sept. 11, 2017), http:/p.dw.com/p/2jhcf.

36. Albert Fox Cahn, Facebook’s Silencing of Refugees Reveals Dangers of
Censorship Technologies, JUST SECURITY (Sept. 29, 2017),
https://www justsecurity.org/45495/rohingya-censorship-demands-greater-
transparency-facebook/.
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human rights law norms prohibiting extrajudicial censorship of
content relating to the problematic categories of “terrorism” and
“extremism.” In order for ICT companies to gain the right to transfer
data out of their jurisdictions, states could require ICT companies to
develop terms of service and mechanisms for moderating content that
respect human rights, including the rights to freedom of expression
and privacy, while pursuing other social goods, such as combatting
terrorist propaganda and hate speech, in a collaborative process with
multi-stakeholder initiatives. States could then require that ICT
companies be independently audited against their human rights
policies and social obligations, in order to maintain their right to
transfer data across borders.

However, because states within the ECHR and EU systems
regard combatting terrorism, extremism, and hate speech as pressing
political priorities, they are unlikely to accept total self-regulation by
ICT companies as the most effective way of addressing these problems.
They will also want to continue establishing and using IRUs in the
short to medium term as a means of combatting terrorist propaganda
online, because many ICT companies have not been able to self-police
effectively, and even the largest ICT companies have yet to develop
algorithms or artificial intelligence that could moderate content
without human input. States may also want to use IRU referrals as a
tool to sensitize ICT companies to what they regard as terrorist or
extremist content.

As long as IRUs exist, there is a need to ground IRUs within
international human rights law, the rule of law, and democratic
safeguards so that their potential for abuse can be minimized. This
Article suggests ways to do so, by strictly limiting their use to content
that incites violence; analyzing them through the paradigms of
international human rights law, European human rights law, and EU
law; and developing standards and safeguards for their use.

The remainder of Part I describes the UK’s Counter Terrorism
Internet Referral Unit (CTIRU) and the EU IRU in detail, including
their modus operandi and future directions, and briefly presents some
of the criticisms that have been made of them. These IRUs will be
analyzed from the legal perspective in the subsequent sections.

Part II examines IRUs using international human rights law
and the U.N. Guiding Principles on Business and Human Rights,
concluding with some Model Standards for IRUs and ICT companies.

Part III looks at IRUs through the framework of the European
Convention on Human Rights (ECHR). While not rejecting IRUs
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entirely, it finds that the ECHR requires safeguards for due process
and freedom of expression. This Part also advocates limiting the
permissible restrictions to hate speech and speech inciting violence,
and proposes that a narrowly tailored, positive obligation be imposed
on ICT companies to ensure adequate respect for freedom of
expression. Finally, this Part argues that these ECHR safeguards must
govern national IRUs in the United Kingdom, Belgium, and the
Netherlands, and should provide inspiration for the governance of the
EU IRU.

Part IV examines IRUs through the lenses of EU law,
particularly the Europol Regulation that has recently entered into
force, as well as the EU Charter of Fundamental Rights (CFR), and
makes suggestions about how the EU IRU may be subject to effective
safeguards and oversight.

Part V concludes by making a number of recommendations to
policy makers and human rights actors on how to minimize the threat
of abuse of IRUs, if IRUs are not eliminated altogether.

B. The UK Counter Terrorism Internet Referral Unit

(1) Background

The UK Terrorism Act of 2006%” was passed in response to
the July 2005 London bombings, as was U.N. Security Council
Resolution 1624 (of September 14, 2005)® and the 2005 Council of
Europe Convention on the Prevention of Terrorism,* which commits
signatories to criminalize “public provocation to commit a terrorist
offence” and “recruitment for terrorism.”*’ Sections 1 and 2 of the
Terrorism Act of 2006 contain criminal offenses prohibiting the
intentional or reckless publication and dissemination of material that
encourages, glorifies, or incites acts of terrorism. Sections 3 and 4 apply
Sections 1 and 2 to “Internet activity” by creating a notice-and-
takedown scheme that would allow UK police to notify a person of
material in breach of Sections 1 and 2 and to hold them liable for

37. Terrorism Act 2006, c. 11 (UK), https://www.legislation.gov.uk/ukpga/
2006/11/pdfs/ukpga_20060011_en.pdf?view=extent.

38. S.C. Res 1624 (Sept. 14, 2005).

39. Council of Europe Convention on the Prevention of Terrorism, COUNCIL
EUR. (May 16, 2005), https://www.coe.int/en/web/conventions/full-list/-/conventions/
rms/090000168008371c.

40. Clive Walker & Maura Conway, Online Terrorism and Online Laws 11
(Sept. 30, 2015), http:/doras.dcu.ie/20841/.
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endorsing the material if them failed to take it down within two
working days without a reasonable excuse.

Stung by criticism that this restriction on freedom of
expression “should engage a judicial officer at some stage so that the
value of rights could be considered more explicitly than in the likely
calculations of a commercial service provider”* (and likely having
taken advice that the notice-and-liability provisions would be
incompatible with the ECHR), the UK Government has never formally
invoked the Section 3 notice power, preferring instead to remove
potentially unlawful terrorist content through informal contact
between the police and the Internet service provider. The CTIRU was
eventually set up in 2010 for the purpose of “co-ordination and
execution of voluntary and Section 3 take-down notices.”?

The CTIRU had a slow start, with less than 2,000 pieces of
content removed from the web each year in 2011 and 2012. However,
it appears that the CTIRU’s resourcing, and perhaps drive for results,
drastically increased in 2013, with numbers rising to 17,541 that year,
and 51,431 the next year.* This is likely to have occurred in response
to the May 2013 murder of Fusilier Lee Rigby on the streets of London,
which was filmed by bystanders and aired by The Sun and
Independent Television News.* The December 2013 report of the
Prime Minister’s Extremism Taskforce issued in response to the Lee
Rigby attack stated that “[elxtremist propaganda is too widely
available, particularly online, and has a direct impact on radicalising
individuals. The poisonous messages of extremists must not be allowed
to drown out the voices of the moderate majority.”*® The December
2013 report committed the Task Force to:

41. Id. at 10.
42. 717 Parl Deb HL (2010) col. WA168 (UK).
43. Metro. Police, 250,000th piece of online extremist/ terrorist material to be

removed, MYNEWSDESK (Dec. 23, 2016, 14:08 GMT), http://www.mynewsdesk.com/
uk/metpoliceuk/news/250000th-piece-of-online-extremist-slash-terrorist-material-
to-be-removed-208698.

44 . Gavriel Hollander, Sun and ITV defend ‘public interest’ in showing
Woolwich terror video Sky judged too ‘distressing,” PRESS GAZETTE (May 24, 2013),
http://www.pressgazette.co.uk/sun-and-itv-defend-public-interest-broadcasting-
woolwich-terror-video-which-sky-news-judged-too.

45 . HER MAJESTY'S GOVERNMENT, TACKLING EXTREMISM IN THE UK:
REPORT FROM THE PRIME MINISTER’S TASK FORCE ON TACKLING RADICALISATION
AND EXTREMISM 3 (Dec. 2013), https:/www.gov.uk/government/uploads/system/
uploads/attachment_data/file/263181/ETF_FINAL.pdf.
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e work with Internet companies to restrict access to
terrorist material online which is hosted overseas
but illegal under UK law
e improve the process for public reporting of
extremist content online
e work with the internet industry to help them in
their continuing efforts to identify extremist
content to include in family-friendly filters
e look at using existing powers to exclude from the
UK those who post extremist material online who
are based overseas.*®
These objectives have largely been achieved with the aid of the
CTIRU through the implementation of the CTIRU filtering list, which
compiles material hosted beyond the jurisdictional reach of the
CTIRU* and the creation of a red “STOP” button—STOP stands for
“STOP Terrorists’ and Extremists’ Online Presence”—which enables
members of the public to report online content they suspect may be of
a violent, extremist, or terrorist nature directly to the CTIRU.*

Another expansion of the reach of the CTIRU occurred with the
Counter Terrorism and Security Act of 2015, which imposed a “Prevent
duty” on “specified authorit[ies]”—such as schools—to have “due
regard to the need to prevent people from being drawn into
terrorism.”*® The “Prevent duty guidance,”® issued by the Home Office,
and the “Keeping children safe in education” guidance,” issued by the
Department for Education, essentially require all schools and
registered childcare providers to purchase web-filtering software that
includes the CTIRU filtering list. The IRU’s resourcing appears to have

46, Id.

47. Response to FOI Request: Current status of terrorist internet filtering,
WHATDOTHEYKNOW (June 28, 2013), https:/www.whatdotheyknow.com/request/
160774/response/404100/attach/3/attachment.pdf.

48. Press Release, Nat’l Counter Terrorism Sec. Office, STOP Terrorists’ &
Extremists’ Online Presence (Apr. 11, 2016), https://www.gov.uk/government/news/
stop-terrorists-extremists-online-presence.

49 . Counter-Terrorism and Security Act 2015, ¢. 6, § 1 (Gr. Brit.),
http://www .legislation.gov.uk/ukpga/2015/6/pdfs/ukpga_20150006_en.pdf.

50 . Home Office, Prevent duty guidance, GOV.UK (Mar. 23, 2016),
https://www.gov.uk/government/publications/prevent-duty-guidance.

51. DEP’T FOR EDUC., KEEPING CHILDREN SAFE IN EDUCATION: STATUTORY
GUIDANCE FOR SCHOOLS AND COLLEGES (2016), https://www.gov.uk/government/
uploads/system/uploads/attachment_data/file/550511/Keeping_children_safe_in_e
ducation.pdf.
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been increased again as well, with the number of pieces of content
removed increasing from 55,556 in 2015 to 121,151 in 2016.%2

(2) Modus Operandi

The CTIRU refers content that it determines to contravene
either UK terrorism legislation (alternatively termed “unlawful
terrorist content” or “illegal material”) ®® or company terms and
conditions to ICT companies for removal.® The CTIRU may receive
referrals from law enforcement partners or the public via its online
reporting system (e.g., the red “STOP” button discussed above).
However, the vast majority of referrals are generated by CTIRU
officers searching the Internet for material.®® The CTIRU also refers
material to investigation teams nationally when it is identified that an
offense may have been committed under the Terrorism Act of 2006 or
other legislation.®®

The police conduct periodic and regular campaigns, e.g., during
every year’s National Counter Terrorism Week, and engage in
publicity efforts to request the public to report online material that
they suspect to be extremist or terrorist by clicking on the red “STOP”
button, found on each force’s website.?’

Examples of the illegal terrorist or extremist content placed on
Internet sites, chat rooms, or other web-based forums that the CTIRU
aims to combat include videos of violence with messages of
“glorification” or praise for terrorists, as well as postings inciting
people to commit acts of terrorism or violence.

The CTIRU also maintains a list of websites hosted outside of
the United Kingdom, each of which is assessed for criminal liability
under the provisions of the Terrorism Act of 2006 in the absence of any
statutory defenses. This list is provided to web-filtering companies to
block all such websites on the public estate, e.g., public libraries,*® and
in all schools and childcare facilities. The UK’s major Internet service
providers—BT, Virgin, Sky, and Talk Talk—have reportedly also

52, Metro. Police, supra note 43.

53. HOME DEP'T, supra note 17.

54, 772 Parl Deb HL (2016) col. 8 (UK).

55. Metro. Police, supra note 43.

56. Id.

57. Press Release, Nat’l Counter Terrorism Sec. Office, supra note 48.

58. Response to FOI Request: Current status of terrorist internet filtering,
supra note 47.
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agreed to ensure that terrorist and extremist material is captured by
their filters to prevent children and young people from coming across
radicalizing material, and many believe this to mean that the
companies have agreed to incorporate the CTIRU list into their
filters.5®

(3) Aggregate Statistics and Lack of Transparency

Although the UK Government has regularly released
aggregate statistics on the amount of content flagged for removal in
response to parliamentary questions, the staffing and budget of the
CTIRU are secret. The UK Government generally refuses to release
this information, as well as any other operational details, stating that
“for reasons of national security we do not publically disclose the
detailed allocation of funding for counter terrorism by capability.”®

The CTIRU recently published a news item, including detailed
statistics and an infographic, to showcase its work after removing its
250,000th piece of content by Christmas 2016.* Prior to this, statistics
had to be painstakingly assembled from responses to parliamentary
questions.

59. See, e.g., Counter Terrorism Internet Referral Unit, OPEN RTS. GROUP
WIKI (last visited Nov. 11, 2017), https://wiki.openrightsgroup.org/wiki/Counter_
Terrorism_Internet Referral_Unit#cite_ref-44; SWISS INST. OF COMPARATIVE LAW
STUDY, COMPARATIVE STUDY ON BLOCKING, FILTERING AND TAKE-DOWN OF
ILLEGAL INTERNET CONTENT, 753—78, https://rm.coe.int/1680685f10 (“In November
2014, it was announced that all major UK ISPs would be incorporating the blacklist
into their adult content filters, preventing access to such websites where
subscribers do not specifically opt out of such filtering.”).

60. 17 Mar. 2016 Parl Deb (2016) 30893 (UK), http://www.parliament.uk/
written-questions-answers-statements/written-question/commons/2016-03-
14/30893.

61. Metro. Police, supra note 43.
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The number of pieces of content removed has increased
drastically: from approximately sixty pieces per month in 2010,%* to an
average of over 4,500 pieces per month in 2015 and an average of
10,000 pieces per month in 2016.% In 2015, when the CTIRU was
removing over 1,000 pieces of content a week, approximately 80%
of this content was Syria- or Irag-related and had been posted on
multiple platforms.® The House of Lords has also recently disclosed
that “[ilndustry cooperation with CTIRU has significantly improved,
leading to faster and more consistent removal of referred content, and
they have established relationships with over 300 Communication
Service Providers of differing sizes.”®

62. 770 Parl Deb HL (2016) col. 6 (UK).

63. Metro. Police, supra note 43.

64. Nat’l Counter Terrorism Security Office, Guidance: Online
radicalisation, GOV.UK (Nov. 26, 2015), https://www.gov.uk/government/
publications/online-radicalisation/online-radicalisation.

65. 778 Parl Deb HL (2017) col. 19 (UK).
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(4) Future Directions?

The UK Government’s 2015 Annual Report on CONTEST, its
strategy for countering terrorism, states: “[a]s set out in the Counter-
Extremism Strategy, we believe that these companies should set up a
body in the style of the Internet Watch Foundation to monitor and flag
to industry occurrences of terrorism and extremism on their networks.
We continue to work with them on this.”® This suggests that the
2015-2017 Government saw self-regulation as the long-term solution
and the IRU as a short- to medium-term solution. In this vein,
Baroness Joanna Shields, who was appointed the Prime Minister’s
Special Representative on Internet Crime and Harms in 2016 and
tasked with coordinating an international approach on Internet safety
and security,’” stressed the need for the Internet industry to match the
efforts made by the Government to tackle online extremism. Baroness
Shields noted the importance of companies making “this agenda [their]
own” by investing in improving technological solutions that “automate
the identification and removal of dangerous extremist content” and
effectively combat the technological devices that support the
propaganda software used by terrorists.®

By contrast, the Home Affairs Committee’s Report on
Radicalisation recommended that the CTIRU be scaled up and that
“[rlepresentatives of all the relevant agencies including the Home
Office, MI5 and major technology companies . . . be co-located within
CTIRU.” The report also recommended maintaining cooperation with

66. HOME DEP'T, supra note 17, 9 2.33.

67. Home Office, Baroness Shields appointed as the PM's Special
Representative on Internet Crime and Harms and becomes solely a Home Office
minister, GOV.UK (Dec. 16, 2016), https://www.gov.uk/government/news/baroness-
shields-appointed-as-the-prime-ministers-special-representative-on-internet-
crime-and-harms-and-becomes-solely-a-home-office-minister.

68. Baroness Joanna Shields, Reclaiming Technology for the Future,
HUFFINGTON POST: THE BLOG (Jan. 18, 2016), http:/www.huffingtonpost.com/
baroness-joanna-shields/reclaiming-technology-for_b_9008294.html (adapted from
speech delivered at the DLD ‘Next Next’ Conference in January 2016); Baroness
Joanna Shields, How the Threat of Violent Extremism Manifests Online,
HUFFINGTON POST: THE BLOG (June 17, 2016), https://www.huffingtonpost.com/
baroness-joanna-shields/how-the-threat-of-violent-extremism-manifests-online_b_
10528798.html (speech delivered at the Zeitgeist Minds conference in May 2016).

69. HOME AFFAIRS COMM., RADICALISATION: THE COUNTER-NARRATIVE
AND IDENTIFYING THE TIPPING POINT, 2016-17, HC 135, at 11, 33 (UK),
https://www.publications.parliament.uk/pa/cm201617/cmselect/cmhaff/135/135.
pdf.
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the European Union after Brexit.”” The Government did not manage to
publish a written response before Parliament was unexpectedly
dissolved for the early elections of June 2017. In the report, the Home
Affairs Committee was critical of social media companies for
“consciously failing to combat the use of their sites to promote
terrorism and killings,” having “teams of only a few hundred employees
to monitor networks of billions of accounts,” and “hiding behind their
supranational legal status to pass the parcel of responsibility.””" It
recommended that the Government take action to “enforce its own
measures to ensure that the large technology companies operating in
this country are required to cooperate with CTIRU promptly and fully.”
The report also proposed a required that “the companies . . . be
transparent about their actions on online extremism; instead of the
piecemeal approach we currently have, they should all publish
quarterly statistics showing how many sites and accounts they have
taken down and for what reason.””? More recently, members of the
Home Affairs Committee have started pressuring social media
companies to foot the bill for the CTIRU, although it remains to be seen
whether this will materialize into a formal Government demand.™

C. The EU IRU

(1) Background

The EU IRU was inspired by and remains directly supported
by the UK CTIRU, which has a member of staff seconded to Europol to
act as a liaison between the two IRUs. On March 23, 2015, after the
Charlie Hebdo attacks in Paris, the Justice and Home Affairs Council
of the European Union agreed to establish the EU IRU by July 1, 2015,
with the following core tasks:

o Coordinate and share the identification tasks
(flagging) of terrorist and violent extremist online
content with relevant partners;

e Carry out and support referrals quickly, efficiently and
effectively, in close cooperation with the industry;

70. Id. at 11.

71 Id. at 34-35.

72. Id. at 35.

73. HOME AFFAIRS COMM., supra note 26, Q491-Q495 (questions to James
Berry MP).
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e Support competent authorities, by providing strategic
and operational analysis;

e Act as a European Centre for Excellence for the above
tasks.”

In May 2016, the European Parliament passed Regulation
2016/794 on the European Union Agency for Law Enforcement
Cooperation (Europol) (Europol Regulation), which came into effect on
May 1, 2017.7 This regulation now governs the EU IRU and Europol
as a whole. It contains legal limits and data protection safeguards,
including a right to complain to the EU Data Protection Supervisor by
data subjects, as well as provisions for parliamentary scrutiny.
However, the Europol Regulation has been criticized for not doing
enough to set the terms for the IRU or establish transparency or
accountability.” The Europol Regulation and these criticisms of the
regulation are examined in more detail in Part IV.

(2) Modus Operandi

The following are the EU IRU’s main strategic goals through
the end of 2017:

1. Effectively countering online radicalisation and
recruitment efforts by terrorists, by strengthening an
adaptive referral capability and mapping and
influencing online terrorist propaganda networks;

2. Providing a core Internet Investigation Support
Capability based on operational support and strategic
analysis;

3. Striving to become a European Centre of Excellence, by
strategically enhancing partnerships with cooperation
partners and investing resources in Research &

74. The European Union Internet Referral Unit at Europol, OPEN ACCESS
GoOvV'T (Feb. 2, 2016), https:/www.openaccessgovernment.org/european-union-
internet-referral-unit-europol-2/24158/.

75. Europol Regulation, supra note 32.

76. See, e.g., Lucie Krahulcova, Europol’s Internet Referral Unit risks
harming rights and feeding extremism, ACCESS NOW (June 17, 2016, 6:11 AM),
https://www.accessnow.org/europols-internet-referral-unit-risks-harming-rights-
isolating-extremists/ (arguing that the IRU allows private third parties to operate
outside the rule of law); Matthias Monroy, Oversight of the new Europol regulation
likely to remain superficial, EDRI (July 12 2016), https://edri.org/oversight-new-
europol-regulation-likely-remain-superficial/ (arguing that the Europol Regulation
does not provide for meaningful parliamentary oversight of Europol).
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Development (R&D) Coordination as an Innovation
Hub for Europol and the EU MS in the field of counter
terrorism.”

At present, all content is flagged after a manual assessment by an EU
IRU human analyst or translator.”® YouTube has offered to give the
EU IRU “trusted flagger status,” so that it can upload referrals in
batches without needing to fill out an online form for each individual
social media profile it wishes to refer. Relevant content may be
gathered by the EU IRU itself through open source collection or
referred by EU Member States or third parties with their own IRUs or
open-source scanning capabilities, though third parties must have
an operational cooperation agreement with Europol.” Europol takes
pains to emphasize that the final decision to remove content is a
voluntary activity carried out by the concerned service providers, in
accordance with their own terms and conditions.?® But in reality, these
seemingly voluntary requests occur within the broader context of
coercive pressures on ICT companies to “do more,” as mentioned above.
There has also been discussion about automating the process to rely on
algorithms to prevent re-uploading,and creating databases to which
the private sector would voluntarily contribute content, which would
then be flagged for review or taken down by other ICT companies.?
“Terrorist content” for referral is evaluated against the
offenses set out in Council Framework Decision 2008/919/JHA®%? on
combatting terrorism, which include “public provocation to commit a
terrorist offence, recruitment for terrorism, [and] training for

7. EUrROPOL, EU INTERNET REFERRAL UNIT: YEAR ONE REPORT
HIGHLIGHTS 2, https://www.europol.europa.eu/sites/default/files/documents/eu_
iru_1_year_report_highlights.pdf (last visited Nov. 15, 2017).

78. Some Recent Trends in the Use of the Internet/ICTs for Terrorist
Purposes — Part II, VOX-POL (Nov. 9, 2016), http://www.voxpol.eu/recent-trends-
use-internetict-terrorist-purposes-part-ii/.

79. Ellermann, supra note 25, at 563.

80. See, e.g., id. at 567 (noting that “final decision” rests with service
provider); Press Release, Europol, Europol Coordinates EU-Wide Hit Against
Online Terrorist Propaganda (May 2, 2017), https://www.europol.europa.eu/
newsroom/news/europol-coordinates-eu-wide-hit-against-online-terrorist-
propaganda (noting the same).

8L See infra section I1.B.5 (describing a Franco-German proposal).

82. Council Framework Decision (EU) No. 2008/919/JHA of 28 Nov. 2008,
2008 O.J. (L300) 21-23, http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/
?uri=CELEX:32008F0919&from=EN.
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terrorism.”® One important, self-imposed constraint is that the EU
IRU uses the Consolidated U.N. Security Council Sanctions List
as a basis for deciding what content to refer.®* This means that its
censorship of content should generally be limited to internationally-
recognized terrorist groups,® although the sanctions listing process
is far from perfect.’® The statements surrounding the creation® and
operation® of the EU IRU also tend to focus on the threat posed by Al
Qaeda and Daesh content online; the presentation of the head of the
EU IRU to the U.N. Counter-Terrorism Committee Executive
Directorate (UNCTED) suggests that their operations tend to focus on
Daesh propaganda.?® Commendably, Europol’s Data Protection Office
has fostered internal discussion about the difference between
promoting terrorism and violence and raising awareness of terrorism
and violence, and it has appeared to reach the position that content
that “raises awareness” should not be censored even if it includes
graphics and violence and outrage or terrorism propaganda. However,
one of Europol’s own data protection officers, writing in a personal

83. Ellermann, supra note 25, at 564. These offenses are similar to those set
out in the 2005 Council of Europe Convention.

84. CAMINO KAVANAGH ET AL., ICT4PEACE FOUND. & U.N. COUNTER-
TERRORISM COMM. EXEC. DIRECTORATE, PRIVATE SECTOR ENGAGEMENT IN
RESPONDING TO THE USE OF THE INTERNET AND ICT FOR TERRORIST PURPOSES:
STRENGTHENING DIALOGUE AND BUILDING TRUST 7 (2016), https://www.un.org/sc/
ctc/wp-content/uploads/2016/12/Private-Sector-Engagement-in-Responding-to-the-
Use-of-the-Internet-and-ICT-for-Terrorist-Purposes.pdf.

85. See U.N. SEC. COUNCIL, Consolidated United Nations Security Council
Sanctions  List, UN.ORG, https://www.un.org/sc/suborg/en/sanctions/un-sc-
consolidated-list (last visited May 4, 2017).

86. See e.g., GROUP OF LIKE-MINDED STATES ON TARGETED SANCTIONS,
PROPOSAL TO THE UNITED NATIONS SECURITY COUNCIL: FAIR AND CLEAR
PROCEDURES FOR A MORE EFFECTIVE U.N. SANCTIONS SYSTEM 2 (2015),
http://www.new-york-un.diplo.de/contentblob/4662362/Daten/6041666/151112fair
clearproceduressanctions.pdf (proposing changes to bring the listing process in line
with due process and international law norms).

87. Vikram Dodd, Europol web unit to hunt extremists behind Isis social
media propaganda, GUARDIAN (June 21, 2015), https://www.theguardian.com/
world/2015/jun/21/europol-internet-unit-track-down-extremists-isis-social-media-
propaganda.

88. See, e.g., EUROPOL, supra note 30 (noting that the EU IRU uses “unique
linguistic capabilities” to address content issued by Al Qaeda and Daesh).

89. Stephane Duguin, Head of EU IRU, Presentation at U.N. Counter-
Terrorism  Committee Executive Directorate meeting on “Preventing the
Exploitation of Information and Communications Technologies for Terrorist
purposes, while Respecting Human Rights and Fundamental Freedoms” (Dec. 1,
2016).
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capacity, acknowledged that the dividing lines may “sometimes be
difficult to draw” and that “the nature of terrorist and violent extremist
online content is not yet internationally agreed to the same extent
as . .. child abuse material.”® This discussion also belies the fact that,
within the EU IRU, there is no internal section focused on protecting
freedom of expression, like the Data Protection Office, which is tasked
with ensuring respect for the value of data protection while fighting
serious crime and terrorism.

There is presently little transparency regarding what kind of
criteria and limits the EU IRU uses for evaluating “content used by
smuggling networks to attract migrants and refugees,” which makes it
impossible to independently assess what content the EU IRU is
referring for takedown.® The EU IRU claims that it is referring
“[clontent advertising smuggling services for migrants and refugees,”*
but it has not provided any representative samples of the content that
it refers.

Because of the nature and strength of the European Union’s
data protection rules, before the EU IRU can refer content that
contains personal data,” which in practice means most social media
content, to ICT companies, there must be a case-by-case evaluation of
whether takedown is strictly necessary, subject to restrictions
stipulated by the data owners and Europol itself. While the Europol
Regulation requires this evaluation to take into account the
fundamental rights and freedom of the data subjects concerned, it is
unclear how much weight is given to freedom of expression in this
analysis and the evaluation does not take into account the public’s
right to receive information. This is discussed in further detail in Part
IV.A infra. '

Although the EU IRU’s most visible activities involve flagging
content for takedown and assisting in operational investigations, these
are not its only functions. At its launch, Europol director Rob
Wainwright stated that the EU IRU “would monitor social media

90. Ellermann, supra note 25, at 564.

91. EUROPOL, supra note 30.

92. Id.

93. Article 2 of the EU Data Protection Directive defines “personal data” as
“any information relating to an identified or identifiable natural person (‘data
subject’); an identifiable person is one who can be identified, directly or indirectly,
in particular by reference to an identification number or to one or more factors
specific to his physical, physiological, mental, economic, cultural or social identity.”
Council Directive 95/46, art. 2, 1995 O.J. (1. 281) 31 (EC).
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output to identify people who might be vulnerable and those preying
on them.”®* Wainright also said “that the police team would be working
with social media companies to identify the most important accounts
operating in a range of languages that are ‘underpinning what Isis is
[sic] doing,” aiming to “identify the ringleaders online,” with the hope
that results would be passed back to member states to take action
against the individuals running the accounts.®

The EU IRU has also incorporated the Europol “Check- the-
Web” service, an electronic reference library of terrorist online
propaganda containing original statements, publications, videos, and
audio produced by terrorist groups or their supporters. Competent
authorities of EU Member States and third parties with operational
agreements can access this content and its analysis.*

The EU IRU also provides Member States with operational
support in their Internet investigation activities that seek to counter
online radicalization and recruitment by terrorists® and periodically
conducts intensive cooperative actions,® teaming with EU Member
States and third parties with operational agreements to target
extremist content and accounts and refer them to ICT companies.
Notably, in its one of its 2017 “intensive cooperative action[s],” the EU
IRU worked together with “colleagues” from the United States, which
raises interesting questions about whether these collaborating U.S.
agencies may have violated the First Amendment rights of account
holders.*®

The IRU is also a key player in the EU Internet Forum,
engaging with online service companies to promote “self-regulation”
activities by the online industry.'® The EU IRU has led the
establishment of an European Counter-Terrorism Centre (ECTC)
Advisory Group on the abuse of online communication by terrorist
groups for propaganda purposes and online recruitment, in order to
step up the strategic cooperation and exchange of non- operational best

94. EUROPOL, supra note 30.

95. Dodd, supra note 87.

96. EUROPOL, supra note 30.

97. Id.

98. See Press Release, Europol, Europol Coordinates Joint Action Days to
Flag Online Terrorist Content (Feb. 27, 2017), https:/www.europol.europa.ew/
newsroom/news/europol-coordinates-joint-action-days-to-flag-online-terrorist-
content.

99. Id.

100. KAVANAGH ET AL., supra note 84, at 8.
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practices with third parties. These parties have recognized expertise in
the area of terrorist exploitation of online communications.'®* Given its
membership in the EU Internet Forum and influence over ICT
companies, the EU IRU was likely also a leading player in discussions
on the ICT companies’ voluntary code of conduct on hate speech'® and
the Google, Facebook, Twitter, and Microsoft partnership to prevent
the uploading of extremist content online that had previously been
banned through “hashes” or unique digital fingerprints,'®® similar to
the proposed EU “Joint Referral Platform.”*

(3) Mission Creep

According to Europol’s Year One Report on the EU IRU, the
European Council expressed concern in April 2015 regarding the waves
of migration through the Mediterranean Sea. The European Council
called for “the EU IRU to expand its Open Source and Internet
monitoring activities, in order to contribute to the disruption of illegal
immigrant smuggling networks, by detecting and requesting removal
of Internet content used by traffickers to attract migrants and
refugees.”'®® The IRU has three full-time staff members dedicated to
preventing illegal immigration'® and the EU IRU’s Year One Report
says that the EU IRU has processed 122 accounts linked to illegal
immigration upon request from the European Migrant Smuggling
Centre (EMSC).'""

Such expansion has been criticized for its potentially unfair

impact on refugees, the magnitude of which cannot be determined
without greater transparency:

101. EUROPOL, supra note 30, at 8-9.

102. European Commission, supra note 6.

103. See Rob Price & REUTERS, Google, Facebook, Microsoft and Twitter are
working together to tackle terrorist propaganda, BUSINESS INSIDER UK (Dec. 6,
2016), http://uk.businessinsider.com/r-web-giants-to-cooperate-on-removal-of-
extremist-content-2016-12?utm_source=feedburner&%3Butm_medium=referral&
utm_medium=feed&utm_campaign=Feed%3A+businessinsider+%28Business+Ins
ider%29&r=US&IR=T.

104. See Section 1.C.5 infra.

105. EUROPOL, supra note 30.

106. See Europol, Rep. to COSI on “enhancing counter terrorism capabilities
at EU level: European Counter Terrorism Centre (ECTC) at Europol and counter
terrorism related information sharing” (Nov. 17, 2015), http://www.statewatch.org/
news/2015/nov/eu-council-europol-ECTC-14244-15.pdf.

107. EUROPOL, supra note 30, at 5.
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There is a very sensitive issue regarding who is

affected when Europol deletes content that

supports ’people smuggling’. Many refugees exchange

views on Facebook regarding the best routes to take

into Europe, as well as the obstacles they might face.

Is it fair that such content could be earmarked for

deletion?'®

It may also be said that this demonstrates the potential for
IRUs to be abused, with political leaders initially establishing them to
deal with child pornography'® and to counter violent extremism, but
gradually adding new political directives based on the exigencies of the
day. Left unchecked, the remit of the EU IRU could eventually be
expanded to cover the thirty crimes on which Europol is empowered to
act.

(4) Statistics

In its Year One report, the EU IRU stated that it had assessed
and flagged the content presented in the first two columns of Table 1,
below.!'® On December 1, 2016, the head of the IRU gave a presentation
to the U.N. Counter-Terrorism Committee Executive Directorate,
where he presented some higher figures, contained in the below slide
(Figure 2) and in the third column of Table 1, although it is unclear
when these numbers were recorded.'!!

Assuming that the December 2016 numbers '*? reflect the
position on or just before December 1, this would indicate a slight
increase in the number of content assessments per month in the period
from July to December 2016, as compared with the period from
November 2015 to July 2016. There were approximately 1,250 pieces
of content being assessed per month between November 2015 and July
2016 and approximately 1,340 pieces of content being assessed per
month between July 1, 2016 and December 1, 2016.

108. Sauerbrey, supra note 31.

109. Cf. INTERNET WATCH FOUND., https://www.iwf.org.uk/ (last visited May
4, 2017).

110. Id.

111. Duguin, supra note 89.

112. Id.
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Table 1:
Numbers
11/5/2015 7/1/2016 presoe;‘ted
12/1/2016
Total content assessed 1,079 11,050 17,746
Proposals for referral 690 9,787 16,695
Content removed by 511 8,949 [14,625]'%3
online service providers
Success rate T74% 91.40% 87.6%
Platforms identified 9 70 91
Platforms referred to 7 31 -

113. This number is calculated based on the “Success Rate” (87.6%) and
number of “Decisions” (16,965) provided in the slide—87.6% of 16,965 is

approximately 14,625.
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Figure 2:

| INVESTIGATION

TR ' AL
SEHRY

(5} Future Directions

The French and Germany Interior Ministers met in August
2016 and issued a joint declaration stating that:

We want to strengthen the Internet Referral Unit at

Europol by setting up an EU center to combat

terrorism and radicalization on the Internet. One of the

tasks of this center will include the detection of related

content and their exchange as well as the prevention of

a re-upload of already identified material [by use of an

automated upload filter] . . . We also want to tighten

the host-provider privilege in the sense of a “product

Liability” in the case of abuse for terrorist

propaganda,'™

This builds on European Commission proposals to establish a
Joint Referral Platform together with ICT companies, which has been

114, Markus Reuter, Summer of inner security: what the interior ministers
of France ond Germany really demand, NETZPOLITIK.ORG (Aug. 24, 20186},
https//netzpolitik.org/2016/sommer-der-inneren-sicherheit-was-die-
innenminister-von-frankreich-und-deutschland-wirklich-fordern/,
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described as a “de facto revival of the ‘Clean IT’ project” and which aims
to prevent the unnoticed re-upload of previously removed material
through mandatory monitoring of every single file that every
individual in Europe uploads to the Internet, relying on content
recognition by robust hashing.!*®

A proposed EU Directive on combating terrorism, which was
introduced by the Commission and passed by LIBE, the European
Parliament Committee on Civil Liberties, Justice and Home Affairs, on
July 7, 2016, criminalized preparatory acts, including “[p]ublic
incitement or praise of terrorism: public incitement to terrorism such
as glorifying or justifying suicide bombers or disseminating messages
or images on or off-line as a way to gather support for a terrorist cause
or gain publicity for example by disseminating videos of
assassinations.”"'® It also imposed an obligation on EU Member States
to take measures to ensure the prompt removal of illegal content
hosted on their territory that constitutes public incitement to commit
a terrorist offense. This may result in more, if not all, EU Member
States establishing IRUs, amongst other actions.'"’

D. Criticisms of IRUs

The use of IRUs have been noted with concern by the U.N.
Special Rapporteurs for Freedom of Expression and Countering
Terrorism while Protecting Human Rights. '®* A number of civil
liberties groups, including Access Now,"? the American Civil Liberties

115. EDRI, Algorithms - censorship & la carte? (July 12, 2016),
https://edri.org/algorithms-censorship-a-la-carte/.

116. Press Release, European Parliament, Planning terrorist attacks must
be made a crime, say civil liberties MEPs (July 5, 2016),
http://www.europarl.europa.ew/news/en/press-room/20160620IPR32963/planning-
terrorist-attacks-must-be-made-a-crime-say-civil-liberties-meps. The text as
ultimately passed in an EU Council Directive on March 15, 2017 criminalizes “the
glorification and justification of terrorism or the dissemination of messages or
images online and offline, including those related to the victims of terrorism as a
way to gather support for terrorist causes or to seriously intimidate the population.”
Council Directive 2017/514, 2017 O.J. (L. 88) 6, 7.

117. Michael Plachta, Current Developments in the Counter-terrorism Efforts
of the European Union, in INTERNATIONAL ENFORCEMENT LAW REPORTER 320
(2016). Again, this obligation was imposed in the text that was ultimately enacted.
Council Directive 2017/514, 2017 O.J. (1. 88) 6, 9.

118. See Section III.A.1 infra.

119. Krahulcova, supra note 76.
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Union (ACLU),'? the Centre for Democracy and Technology (CDT),**!
the Committee to Protect Journalists (CPJ), ' European Digital
Rights (EDRi),'?® and German civil rights activists'® and journalists
have also criticized their use.'® These concerns note the lack of due
process, transparency, oversight and accountability, and effective
remediation mechanisms, as well as the overbreadth of terms of
service, the international consequences of IRUs, and the counter-
productiveness of censorship. Many of these criticisms have been made
of the EU IRU, though they apply generally even after the adoption of
the new Europol Regulation, and are briefly set out below. The Europol
Regulation will be evaluated in Part IV.

Access Now has expressed concern that the modus operandi of
IRUs in referring content for voluntary removal is:

outside the rule of law on several grounds. First, illegal
content is just that — illegal. If law enforcement
encounters illegal activity, be it online or off, it is
expected to proceed in dealing with that in a legal,
rights-respecting manner. Second, relegating dealing
with this illegal content to a third private party, and
leaving analysis and prosecution to their discretion, is
not just lazy, but extremely dangerous. Third, illegal
content, if truly illegal, needs to be dealt with that way:
with a court order and subsequent removal. The IRU’s
blatant circumvention of the rule of law is in direct
violation of international human rights standards.*

EDRIi has criticized the EU IRU referral process for being “non-
transparent and [outside of] judicial oversight.” Though judicial

120. Hugh Handyside, Social Media Companies Should Decline the
Government’s Invitation to Join the National Security State, ACLU (Jan. 12, 2016,
2:15 PM), https://www.aclu.org/blog/speak-freely/social-media-companies-should-
decline-governments-invitation-join-national.

121. Scott Craig & Emma Llanso, Pressuring Platforms to Censor Content is
Wrong Approach to Combatting Terrorism, CDT BLOG (Nov. 5, 2015),
https://edt.org/blog/pressuring-platforms-to-censor-content-is-wrong-approach-to-
combatting-terrorism/.

122. Radsch, supra note 29.

123. Europol: Non-transparent cooperation with IT companies, EDRI (May
18, 20186), https://edri.org/europol-non-transparent-cooperation-with-it-companies/.

124. Monroy, supra note 76.

125. Anna Sauerbrey, Europol reform — but who polices the police?,
EurRACTIV (Nov. 10, 2015), https://www.euractiv.com/section/justice-home-
affairs/news/europol-reform-but-who-polices-the-police/.

126. Krahulcova, supra note 76.
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oversight may theoretically be possible, the lack of notice about
referrals to affected persons makes challenging referral decisions
incredibly difficult. It has also been noted that the new Europol
Regulation has no transparency requirements to inform the public
about any type of information exchange between Europol and third
parties and that new European Regulation does not include the
European Data Protection Supervisor’s recommendation that Europol
provide a minimal amount of transparency by making a list of its
cooperation agreements with companies publicly available.!?’

CDT has criticized the reliance on private-censorship and the
corresponding issues of overbroad terms of service and lack of due
process, transparency, oversight, and accountability:

Companies’ privately developed Terms of Service and

content policies are typically more restrictive, and

often much more restrictive, than what governments

may permissibly restrict under law. Further, these

programs may not be clearly articulated in law; the

specific procedures and processes are often not
communicated transparently with the public, and

there has not been an evidence-based showing that

they are necessary or effective. Finally, they are not

susceptible to normal processes of democratic

governance and oversight. Overzealous efforts to
pursue expedited, privatized removal of content risk
undermining the rule of law and fundamental values of

a democratic society.!?®

The ACLU has expressed concern about the international
consequences of IRUs:

[Clontent that companies take down through [the IRU]

process 1s inaccessible everywhere, meaning that

a single government can try to use the process to

impose its more restrictive speech standards on the

rest of the world . . . . Lurking beneath these kinds of

content restrictions is the perennial question

of what constitutes terrorism or the promotion of

127. EDRI, supra note 123.

128. CTR. FOR DEMOCRACY & TECH., COMMENTS OF THE CENTER FOR
DEMOCRACY & TECHNOLOGY: TO THE SPECIAL RAPPORTEUR ON THE PROMOTION
AND PROTECTION OF THE RIGHT TO FREEDOM OF OPINION AND EXPRESSION IN THE
CONSULTATION ON ‘FREEDOM OF EXPRESSION AND THE PRIVATE SECTOR IN THE
DIGITAL AGE’ 4 (2016), https://cdt.org/files/2016/02/CDT-Comments-Consultation-
on-freedom-of-expression-and-the-private-sector-in-the-digital-age.pdf.
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terrorism — a question which has no clear or consistent

answer in U.S. or international law, and which

inevitably is subject to politics or chauvinistic

impulses, and even manipulation.'®

The Committee to Protect Journalists (CPJ) has echoed this
concern, stating that IRUs pose “grave threats to freedom of expression
and the right to receive information. CPJ research shows that
legislation related to extremism and terrorism are routinely abused by
authoritarian governments to censor critical reporting and
commentary” and that “blanket restrictions on content that advocates,
supports or glorifies extremism are too easily abused . . . and they are
likely to prompt private Internet companies compelled to implement
them to err on the side of caution.”3

Anna Sauerbrey, a German journalist, has expressed concern
about giving Europol, a police agency, the power to decide what is “good
and bad internet content” and that it may be able to involve itself in
hate speech on Internet forums, despite its main remit being serious
crimes. She noted that Andrej Hunko, a member of the German
Bundestag, Germany’s legislature, as well as the Parliamentary
Assembly of the Council of Europe (PACE), asked whether the German
interior ministry considers hate speech, racism, and xenophobia
“violent expression—and therefore candidates for deletion by
Europol—and got an answer that was essentially, “yes.”**!

Finally, Access Now has noted the potential for mass content
referrals to be counterproductive, as they risk silencing voices seeking
to respond to or counter violent extremist narratives: “Mass take-down
initiatives that take place outside of legal process frustrate corporate
transparency and are not likely to deter the cultivation of ‘violent
extremism’, and in fact may encourage it, inflaming resistance and
helping ‘violent extremist’ recruiters discredit platforms that might
otherwise support online expression and debate.”'** In this vein, Emma
Llansé, Director of the Center for Democracy & Technology (CDT)’s
Free Expression Project has expressed a preference for counter-speech
to censorship of speech, noting that it would take a lot of resources to

129. Handyside, supra note 120.

130. Radsch, supra note 29, at 4.

131. Sauerbrey, supra note 125.

132. RAMAN JIT SINGH CHIMA, ACCESS NOW POSITION PAPER: A DIGITAL
RIGHTS APPROACH TO PROPOSALS FOR PREVENTING OR COUNTERING VIOLENT
EXTREMISM ONLINE 10 (2016), https:/www.accessnow.org/cms/assets/uploads/
2016/10/CVE-online-10.27.pdf.
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determine whether accounts are promoting a counter-narrative, actual
propaganda, or just discussing the topic in general. She argues that
promoting a countervailing view is a much better solution in the long
run.'®

Many of these criticisms are grounded in the international
human rights law framework, particularly in Article 19 of the
International Covenant on Civil and Political Rights (ICCPR) and in
General Comment 34 of the Human Rights Committee, which
interprets Article 19. Part II turns to this framework.

I1. THE INTERNATIONAL HUMAN RIGHTS LAW FRAMEWORK

A. International Human Rights Law on the Internet

International human rights law dictates that “the same rights
that people have offline must also be protected online, in particular
freedom of expression . . . in accordance with Article 19 of the Universal
Declaration of Human Rights and of the International Covenant on
Civil and Political Rights.” In successive resolutions, the Human
Rights Council has also emphasized the “promotion, protection, and
enjoyment of human rights . . . on the Internet.”'** Successive U.N.
Special Rapporteurs, as well as the Human Rights Committee in its
General Comment No. 34, which is intended to constitute authoritative
legal analysis of the provisions of the ICCPR,*® have emphasized that
any restrictions on freedom of expression online must pass the same
test for restrictions that exists offline.'® This means that all such

133. Government Pressure To Curb Online Terrorist Speech Among CDT
Priorities, WASHINGTON INTERNET DAILY (Feb. 10, 2016) (available on file).

134 See Human Rights Council Res. 32/13, U.N. Doc. A/HRC/RES/32/13, at
1, 3 (July 1, 2016); Human Rights Council Res. 26/13, U.N. Doc. A/AHRC/RES/26/13,
at 1, 2 (June 26, 2014); Human Rights Council Res. 20/8, U.N. Doc. A/HRC/20/1..13,
at 2 (July 5, 2012).

135. Michael O’Flaherty, International Covenant on Civil and Political
Rights: interpreting freedom of expression and information standards for the present
and the future, in THE UNITED NATIONS AND FREEDOM OF EXPRESSION AND
INFORMATION: CRITICAL PERSPECTIVES 75 (Tarlach McGonagle & Yvonne Donders
eds., 2015) (The author was the rapporteur who drafted General Comment No. 34,
including its provisions on restrictions of rights, for the U.N. Human Rights
Committee, and is at present the Director of the EU Agency for Fundamental
Rights.).

136. Frank La Rue, Report of the Special Rapporteur on the promotion and
protection of the right to freedom of opinion and expression, § 69, U.N. Doc.
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restrictions must comply with paragraph 2 of Article 19 of the
ICCPR.*¥" One influential version of this test has been articulated by
the previous U.N. Special Rapporteur on the promotion and protection
of the right to freedom of expression in a 2011 report:

When a restriction is imposed as an exceptional

measure on online content, it must pass a three-part,

cumulative test:

(1) it must be provided by law, which is clear and

accessible to everyone (principles of predictability and

transparency),

(2) it must pursue one of the purposes set out in article

19, paragraph 3, of the International Covenant on Civil

and Political Rights, namely:

(1) to protect the rights or reputations of others;

(ii) to protect national security or public order, or public

health or morals (principle of legitimacy); and

(8) it must be proven as necessary and the least

restrictive means required to achieve the purported

aim (principles of necessity and proportionality).

In addition, any legislation restricting the right to

freedom of expression must be applied by a body which

is independent of any political, commercial, or other

unwarranted influences in a manner that is neither

arbitrary nor discriminatory. There should also be

adequate safeguards against abuse, including the

possibility of challenge and remedy against its abusive

application.!®

While the protection of national security and public order is a
legitimate purpose for states undertaking CVE measures, the Human
Rights Committee has stated that speech offenses such as
“encouragement of terrorism” and “extremist activity” as well as
“praising,” “glorifying,” or “justifying” terrorism should be narrowly
and clearly defined to ensure that they do not lead to unnecessary

A/HRC/17/27 (May 16, 2011); U.N. Hum. Rts. Comm., Gen. Comment No. 34, { 43,
U.N. Doc. CCPR/C/GC/34 (Sept. 12, 2011).

137. Article 19, paragraph 2 reads: “Everyone shall have the right to freedom
of expression; this right shall include freedom to seek, receive and impart
information and ideas of all kinds, regardless of frontiers, either orally, in writing
or in print, in the form of art, or through any other media of his choice.”
International Covenant on Civil and Political Rights art. 19, opened for signature
Dec. 16, 1966, 999 U.N.T.S. 171, 178 (entered into force Mar. 23, 1976) [hereinafter
ICCPR].

138. La Rue, supra note 136, | 69.
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or disproportionate interference with freedom of expression.'®* The
concern is that over-broad criminalization based on vague definitions
of “terrorism” and “extremism” could result in the censorship of
criticism and legitimate political expression and the silencing of non-
violent groups, journalists, and political activists critical of state
policy.'*® Even if these vague laws are not enforced, there may be a
chilling effect on speech, because vague laws give broad discretion to
authorities to determine what kind of speech is illegal, causing
individuals and Internet companies to err on the side of caution by
censoring content of uncertain legal status in order to avoid onerous
penalties. 4!

In the IRU context, the U.N. Special Rapporteur on the
promotion and protection of human rights and fundamental freedoms
while countering terrorism, Ben Emmerson, has stated that IRU
takedown requests interfere with or restrict the right to freedom of
expression. As such, IRU takedown requests must be justified and
independent judicial recourse must be available.'*? He has noted that
laws that allow executive authorities to block websites in the absence
of any initial judicial control or ex post facto judicial recourse may not
comply with this requirement. Finally, he reiterated that many of the
efforts to combat hate speech and violent extremism by restricting
speech are misguided and that strategies addressing the root causes of
such viewpoints should be prioritized.'*® This reflects the longstanding
orthodoxy contained within the U.N. Global Counter-Terrorism
Strategy adopted by the General Assembly in 2006 ** and re-
emphasized by both former U.N. Secretary-General Ban Ki Moon in
his Plan of Action to Prevent Violent Extremism'® and the present

139. U.N. Hum. Rts. Comm., Gen. Comment No. 34, supra note 136, q 46.

140. Ben Emmerson, Report of the Special Rapporteur on the promotion and
protection of human rights and fundamental freedoms while countering terrorism,
9 21, U.N. Doc. A/HRC/31/65 (Feb. 22, 2016).

141. David Kaye, Report of the Special Rapporteur on the promotion and
protection of the right to freedom of opinion and expression, § 39, U.N. Doc.
A/HRC/32/38 (May 11, 2016).

142, Emmerson, supra note 140, q 40.

143. Id.

144, G.A. Res. 60/288 (Sept. 20, 2006).

145. U.N. Secretary-General, Plan of Action to Prevent Violent Extremism,
99 4-7, U.N. Doc. A/70/674 (Dec. 24, 2015). Former U.N. Secretary-General Ban Ki
Moon also recommends to Member States that “any restrictions on freedom of
expression are clearly and narrowly defined and meet the three-part test of legality,
proportionality and necessity.” Id.  50(k).
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Secretary-General, Anténio Guterres.'*® These strategies state that
counterterrorism measures should focus as much on (1) “address|ing]
the conditions conducive to the spread of terrorism” and
(4) “facilitat[ing] the promotion and protection of human rights for all
and the rule of law as the fundamental basis of the fight against
terrorism,” as they do on (2) “preventling] and combatling] terrorism”
and (8) “build[ing] States’ capacity to prevent and combat terrorism
and to strengthen the role of the United Nations system in this
regard.”'*” Within the online CVE sphere, counterterrorism actors
adhere to this orthodoxy when they adopt measures to promote
counter-messages or counter-narratives.

B. The Business and Human Rights Framework

The Business and Human Rights (BHR) framework developed
by U.N. Special Representative John Ruggie rests on three pillar